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Abstract: The aim of the paper is to extend our formal model of persuasith an aspect
of change of uncertainty interpreted probabilisticallpeTgeneral goal of our research is
to apply this model to design a logic and a software tool thkwafor verification of
persuasive multi-agent systems (MAS). To develop such aemeet analyze and then
adopt the Probabilistic Dynamic Epistemic Logic introddid®y B. Kooi. We show that the
extensions proposed in this paper allow us to representtedl@aspects of persuasion and
apply the model in the resource re-allocation problem intiragent systems.

Keywords: persuasion, beliefs, probabilistic logic, formal verifioa

1. Introduction

Persuasion plays an important role in resolving differembfems in multi-agent
systems (MAS). It allows agents to cooperate and perforrtaloofative decisions
and actions since it is a tool for resolution of conflicts agsiragents (see e.g. [10]).
The general goal of our research is to develop a robust mddeérsuasion
that will allow us to describe different phenomena specdipdrsuasive multi-agent
systems. We concentrate on application of persuasion tutes of the resource
re-allocation problem (RrAP). This is the problem of effeely reallocating the
resources such that all the agents have the resources #xyTie formal model that
we elaborate is used to develop a formalism (Logic of Actiand Graded Beliefs
4G, [2]) and a software tool (the Perseus system [4]). The nigjari existing
work on agent persuasion considers protocols, which dictdiat the possible legal
next moves in persuasion are (e.g. [10]). We focus on vetiificaof the persuasive
systems for which protocols are already specified. The legables us to deductively
test validity of formulas specifying agents participatingpersuasion, as well as the
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properties of systems that can be expressed via our modelsditware allows us
to semantically verify satisfaction of the logic formulaghich describe properties
under consideration in a given model, as well as to perforrarpatrical verification

that enables search for answers to questions about sucbrpesp

In this paper, we focus on enriching the formal model of pasgn with an
account of changing agents’ uncertainty, interpreted gidistically (this interpre-
tation was insightfully studied in e.g. [1,5]; in this papkowever, we do not focus
on the issue of probabilistic beliefs, but on the change ofidqeliefs). This provides
a key first step towards extension 4fG,, into Probabilistic Logic of Actions and
Graded BeliefsPAG , and a further development of the Perseus system. As far as
we are aware, there are no other formal or software toolsahatv verification
of formulas with modalities expressing updates of prolistisl beliefs induced by
persuasion.

The aspect of the uncertainty change in persuasion is igpowhen we want
to examine not only the final outcome of a given persuasiohalao to track how
the successive actions modify agents’ uncertainty abathtanging resources at each
stage of persuasion (after the first persuasive actior, thigesecond, etc.) [3]. This
allows us to check and evaluate agents’ strategies and, esul, to plan optimal
ones. TheAg , logic enables expression of the uncertainty change in psiso. The
operatorM !idl’dza, intuitively means that an ageintonsidersd, doxastic alternatives
(i.e. possible scenarios of a current global state)dyraf them satisfya. Further, the
operator:Q(j : P)M!idl’dza, intuitively means that after executing actidady agent
j, agent may believen with degreeg—;. The strength of thgl G, uncertainty operator
is that it gives detailed information about local properii a model we examine. For
exampleM !il’za provides information thatassumes that holds in exactly one state,
while for M!i2’40( the ageni assumes that holds in two states. On the other hand,
in pure 4G, itis difficult to explore the uncertainty in terms of a ratiBuppose that
we want to examine if believesa with degree%. To this end, we have to verify the
formulasl\/l!ilza, I\/I!i2740(, M!f”Ga etc., since all of them describe the uncertainty ratio
of % A possible solution to this problem is to add the uncenjagerator interpreted
probabilistically, since the probability is a natural wayegpressing ratios. However,
we must select a model, which would allow to describe not tméyuncertainty, but
also its change induced by persuasion.

In this paper, we examine a well-known framework proposedkbgi [8]:
Probabilistic Dynamic Epistemic Logic (PDEL). There arbeatlogics that represent
the change of degrees of beliefs, however, they do not refénd probability in
a direct manner. One such proposal is van Ditmarsch’s modgrazled beliefs
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within Dynamic Epistemic Logic for Belief Revision [12]. this framework, degrees
of beliefs are related to agent’s preferences which in tunmespond to a set of
accessibility relations assigned to this agent. The otbendlism is proposed by
Laverny and Lang [9]. They define a graded version of the daxésyic KD45 as
the basis for the definition of belief-based programs andysthe way the agents
belief state is maintained when executing such programs.

Since our aim is to represent the change of probabilistieetsein persuasive
MAS, the PDEL framework seems to be very promising. Howeitehas some
serious limitations when directly applied to describe passon. A key contribution
of this paper is that we not only identify those limitationst twe also propose
modifications that allow to avoid them.

The paper is organized as follows. Section 2 gives an owsrefetwo frame-
works that we explore in this paper. RrAP and PDEL. In SecBpwe propose the
modifications to PDEL which are necessary if we want to apptg the model of
persuasion. In Section 4, we show how expressible the extemadel is with respect
to persuasion used in RrAP.

2. Background

In this section, we give a brief overview of the frameworkatttve adopt to extend
our model of persuasion. Moreover, we introduce an exarhpliete use to illustrate
our analysis in the next sections.

2.1 Resource re-allocation problem (RrAP)

The resource re-allocation problem can be intuitively dbsed as the process of re-
distributing a number of items (resources) amongst a nummbagents. During the
resource re-allocation process, agents may disagree ia sBpects. Persuasion can
provide a solution to such problems, since it allows resmiubf conflicts. As a result,
persuasion enhances the exchange of resources. Obseria RAP scenarios,
persuasion may be accompanied by negotiations (see e.dof#d framework
enriching RrAP with negotiations), since conflict of opimiand conflict of interests
often coexists. However, for the clarity of the paper we limit our consid@mas to
persuasion.

Recall that the general aim of our research is to build a lagita software tool
which will allow to verify the persuasive MAS. In this mannare will be able to

1 see [13] for details of a specification for persuasion andatiaton.
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examine agents’ strategies for exchanging resources ahabé® the correctness and
effectiveness of applied algorithms for persuasion.

Consider the simplified example of RrAP. Assume a system twth agents:
John and Ann. Both agents know that in the world they exigetlaee five keys, two
of which are needed to open a safe. Ann knows identifiers ohppeopriate keys
and knows that John owns them. Therefore she tries to exelthecgeys persuading
John that after the exchange he will have the appropriats. Kkmhn does not know
which keys open the safe. Does he consent to the exchange?

Suppose that keys are marked with identifiers: 1, 2, 3, 4, 3hétbeginning
Ann has the keys with identifiers 1, 2, 4, while John has keys® % The keys
which open the safe are also 3 and 5. Ann offers to John an egehaf key 2 for
key 3. She justifies an action’s necessity with a statememit;twis obviously false,
that in order to open the safe one odd and one even key is aege¥he John's
response is strongly determined by his attitude to Ann.hfhJiousts Ann and knows
that she is a reliable source of information, then he wileagio the keys’ exchange
and will believe that the pair of odd/even keys opens the. $eihn does not trust
Ann, then he can respond in different ways (again, for sicitylive assume only two
possible responses). The one manner is that John agrees keytsi exchange, but
he doesn't reset his beliefs. The other way determines ttat dssumes that Ann is
not a credible source of information. Therefore, John da#sancept the exchange
and begins to believe that the safe may be opened only witliraopadd/odd or
even/even keys. As a result in the next sections we examiae ttases:

C1 John trusts Ann,
C2 John does not trust Ann and is indifferent to her,
C3 John does not trust Ann and believes the opposite of whatsgise s

2.2 Probabilistic Dynamic Epistemic Logic (PDEL)

In this section we show the syntax and semantics of PDELdntred by Kooi [8].
Let Agt= {1,...,n} be a finite set of names ayentsandVy be a countable set of
propositional variables

The set of all well-formed expressions of PDEL is given by thkowing
Backus-Naur form (BNF):

a = p|-aja Aa|Tial[ag]az|giPi(ag) + ... + gkPi(ak) >q,

whereay, ..., 0k are formulasp € Vp, i € Agt, andqg, ..., 0k andq are rationals. For
qiPi(01) + ...+ akPi(ak) > g, the abbreviatior{'j‘zlqj Pi(aj) > qis used. Formulas
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Pi(a)=q,Pi(a) <q, Pi(a) <q, Pi(a) > gare defined fron; (a) > gin the classical
way, e.g.(Pi(a) < g) for (—Pi(a) > —q) or Pi(a) =g for (Pi(a) = ) A (Pi(a) < 0).

The non-graded belief formulijia, says that believes thatx. The probabilistic
belief formula,P;(a) > g, means that the probability,assigns tax, is greater than
or equal tog. A formula for updatesjai]ay, says that, is the case, after everyone
simultaneously and commonly learns thatis the case.

By a probabilistic epistemic model we mean a Kripke strietf = (SR v,P)
where

— Sis a non-empty set of states (possible worlds),

— R: Agt — 25<Sassigns to each agent an accessibility relation,

— v: Vg — 2Sis a valuation function,

— P assigns a probability function to each agent at each statetbat its domain is
a non-empty subset &
P:(Agtx S) — (S—[0,1]) such that
Vi e Agtvs e SZS’EdOI’l’(P(i,S}) P(I,S)(SI) =1,
where— means that it is a partial function, i.e., some states mayaadh the
domain of the function.

The semantics of formulas of PDEL are defined by two interddpst defini-
tions with respect to a Kripke structu®. The first definition gives the semantics
for the PDEL language, and the second, for updates.

Definition 1 For a given structur@/ = (S R v,P) and a given statec Sthe Boolean
value of the formulax is denoted byM, s = a and is defined inductively as follows:
M,sk= piff sev(p), for p e Vo,

M, sk —aiff M, s a,

M,skE=anBiff M,sE=aandM,sE= B,

M,skE=Diaiff M,sk=a forall S such thats,s) € R(i),

M,skE [a]Biff (My,s) = B (see Definition 2),

M,sk= y5_10; Pi(aj) > qiff 3%_;qjP(i,s)(a;) > q,

whereP(i,s)(a;) = P(i,s)({s € dom(P(i,s))|M,s = aj}).

Definition 2 Let a modelM = (SR, v,P) and a states € S be given. The updated
modelMy = (S, R, Va, Py ) is defined as follows:

- =5
-Rq(i) ={(s,9)| (s,5) € R(i) and M ;s = a},
-Vg =V,

- domPq(i,s)) = dom(P(i,s)) if P(i,s)(a) = 0 and dom(Py(i,s)) = {s €
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domP(i,s)) : (M,s) = a} otherwise,

- Pu(i,9)(S) = P(i,9)(8) if P(i,5)(a) = 0 andPy (i,5)(s) = piLE) otherwise.

The public announcememt updates the model by changing the accessibility
relations and probability functions. The only states tlahain accessible for each
agent are the states whexeholds. The probability functions work in a similar way.
Their domains become limited to the states whetelds.

2.3 PDEL in RrAP-example

Let us analyze the initial step in the persuasion dialogwriteed in Section 2.1
with the use of PDEL. We need to define a probabilistic epigtenodel M. Assume
that Agt = {John Ann} andV, = {p,even odd}, wherep means that John has the
correct set of keys, which enables him to open the safeesed odd means that
the combination of the pair of one even and one odd key opensdte. The set of
states is the s&= {(A,J,C) : A,J,CC {1,2,3/4,5}, |[C|=2, ANJ=0, AUJ=
{1,2,3,4,5}}. Thus a stats = (A,J,C) € Sconsists of three sets. The first one is a
set of Ann’s keys. The second is the set of John’s keys. Tieesettion of the sets
A andJ is the empty set because the resources can not be sharechidhetithese
sets equalq1,2,3,4,5} because Ann and John own all accessible resources. The
third set,C, is a set of the keys which open the safe. Cardinalit¢ efquals 2 since
there are exactly two correct keys.

In this model there are two propositionsandeven odd. Propositionp is true
in every state in which the set of keys opening the safe is aetulif the set of
keys owned by John, i.ev(p) = {s€ S:s= (A, J,C) and C C J}. Proposition
even odd is true in states in which evéndd combination of keys opens the safe,
i.e.,,v(evenodd) ={s€S:s=(AJ,C) andC={1,2} or C={1,4} or C=
{2,3} or C={2,5} or C={3,4} or C={4,5}}.

Moreover assume that Ann has all the information about theadstate, i.e.,
when she is at stateshe knows that she is at this state. As a result, her acdagsibi
relation is defined as followR(Ann) = {(s,§) € & : s= §'}. John knows the keys he
has and knows that Ann has the other keys, so his accegsikilittion isR(John =
{(sg)eSF:s=(AJ,C), §=(AN,J,C), J=J A=A}

Furthermore, say that the probability functiéhis as follows: P(i,s)(s) =
m for everyi € Agt, s, € SwheredomP(i,s)) = {s’ € S: (s,5") € R(i)}.
Notice that we propose to define the probability function iclassical way, i.e. we
assume tha®(i,s)(s) is the quotient of 1 (one statg and the number of all elements
belonging to the domain of probability. This means that p\&nates accessible
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from shas assigned the same probability. Furthermore, we as$ianthée domain of
probability function is a set of all accessible states. Ia tase there are no reasons
to separate these sets. For example, if at statdn considers 10 accessible states
thenP(Johns)(s') = #; for every states’.

At the beginning Ann has the keys 1, 2, and 4, John has the kayd 8 and the
same keys open the safe. So the initial sta® is ({1,2,4},{3,5},{3,5}). John’s
accessibility relation and probability function fey are depicted in Fig. 1.

1/10, = p, — even_odd 1/10, = p, even_odd
({1.2.4}1.{3.5}.{1.3}) ({1.2.4}.{3.5}.{14D)
1/10, = p, even_odd
({1,2,4}.{3,5},{1.2})
1/10, p, —even_odd
({1,2,4}.13.5}.{3.5})

So

1/10, = p, — even_odd
({1.2.43.{3.5}.{1.5})

1/10, — p, even_odd
({1.2:4}.{3.5}.{2.3})

1/10, = p, — even_odd
1/10, = p, even_odd ({1.2.4}.{3.5}.{2.4})
({1,24}.{3.5}.{4.51)
1/10, = p, even_odd

1/10, = p, even_odd (§1,2.41,§3,5},{2,5})
({1.2.4}.{3.5}.{3.4})

M, 50 EPopmp =1/10 A Pyoeven_odd = 6/10

Fig. 1. John’s accessibility relation and probability functiorfdre persuasion.

3. Adaptation of PDEL to persuasion model

In this section we analyze the limitations of PDEL with resp® representing the
persuasion in RrAP. Moreover, we propose modificationsdhtaty those limitations
to be overcome.

In order to study a persuasive situation from the exampleereel o express the
issues related to three stages of the persuasion:

— before the persuasion: John’s attitude to the statempentJohn has the good
(opening the safe) couple of keys”. In other words, how gfipdoes he believe
it to be true? Formally we can ask: to what degree does Jolevbdhatp holds
in the initial statesy?
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— John’s attitude to Ann’s persuasive actions (e.g. propuoistle keys’ exchange).
In what manner might he react? What can he do and what wilebeltrof John’s
behavior be?

— after the persuasion: John’s attitude to the staterpeimoes the degree of his
belief change? If yes, how big a change is it?

The issues from the initial and the final stage can be suadbssiescribed in
PDEL. Recall that John does not know the identifiers of key&lwbpen the safe.
Therefore at the beginning he considers all the possésli(see Fig. 1). Since there
are 10 possible situations and in only one of thpns true, in John’s opinion the
probability that in actual state he has good key%isFormalIy:

1
M, %0 = Pionn(Pp) = 10
Similarly, we could compute the probability which John gasitop when the
persuasion is finished. However, we must first know and repteshat happened in
the intermediate stage of the persuasion. This sectionshss the problems that we

encounter when we want to express the issues belongingttstéuge.

3.1 Trusting the persuader

Say that the first action that Ann performs is a public anneorent thatp is true.
According to the PDEL definition of the satisfiability relati, it holds thatM,s =
Pionn(p) = 1 for a states reachable frong, after execution of Ann’s action. Observe
that in PDEL semantics, the outcome of an action is not relede¢he performer of
the action. That is, John’s reaction will be exactly the sasgardless of whether
Ann or someone else says th@atSimilarly, it is impossible to make John’s behavior
dependent on his attitude to Ann.

In agents’ interactions (such as persuasions or negat&@tiohe reputation of
the agent who performs the action can influence possibifityh@ action’s success.
In MAS, this problem is studied within the Reputation Managat framework (see
e.g. [11,14]). Say that an agent knows a persuader, singesitehanged resources
before. If the agent evaluates those exchanges as beneinddiair, then he will
trust the persuader and be easily persuaded the next timarthgoing to exchange
resources. On the other hand, if an announcement is exeloytad agent which is
unknown to other agents, then it may be disregarded. Thdiffivishation of the PDEL
expressivity is:

L1 The success of persuasion cannot be affected by reputdtfmrsuader.
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To avoid the limitationL1, we need to label every action with an agent who
performs it. However this is not sufficient on its own. Firgtati we need to be able
to express agents’ attitudes to each other, i.e., whichtdggrerceived as credible
by which agent. Therefore, we need to add a trust funciido the model, so now
MT = (SRV,P,T). Atrust function assigns to every pair of agents one of thees

0,3 1,ie.,

1
T :Agtx Agt— {O’E’l}'

With respect to the three cases from the example, the imiatpyn of T can be
as follows:

C1 if T(JohnAnn) = 1 then John trusts Ann and accepts everything she says,

C2 if T(JohnAnn) = % then John is indifferent to Ann, and as a result Ann’s
announcement does not influence John’s beliefs,

C3 if T(JohnAnn) = 0 then John does not trust Ann and what is more he is sure
that she always tells lies.

In future work we plan to extend this approach and introduceentrust degrees
and allow agents to adopt various attitudes to each otheorder to do this we
intend to adopt the well-known solution from the Reputatitemagement framework
proposed by Yu and Singh [14].

3.2 Public announcement as argument

Recall that in PDEL after Ann’s announcement tipai true, it holds thatM,s =
Pionn(P) = 1. It means that after the action of announcmglohnmustbelieve that
p. Thereby we deprive John of deciding whether Ann is right @i in persuasive
scenarios it is a strong limitation, since it assumes thaawadience will believe
everything a persuader says. The only exception is whenutierce believes the
persuader’s claim with probability 0. In other words it igiassible to express within
this framework reactions of indifference (i.e. an audieisaeeutral with respect to a
persuader) and other reactions of distrust (e.g., maximsaigt, i.e. when before a
persuasion dialogue an audience beliggasnd — after the announcement tipat he
begins to believe-p). So, the second limitation is:

L2 Audience must believe everything that a persuader claimigess the claim is
believed by audience with probability O.

In order to avoid the limitatiom.2, the syntax of formuléa|B can be exchanged
with [j : a]B wherej € Agt. Then
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MT,s=[j - alBiff Mg, sja =B
whereM[’y = (Sj.a;Rja:Vja;Pja: Tj.a) is an updated model such that:
—ifT(i,j) = 1 thenﬂv[jTTu = M({
—if T(i,j) = 3 then®Mj\, = M ",
— if T(i,j) = 0 thenaf]T, = M

=0 !

whered is a modelMy (see Definition 2) extended with the trust function
In the running example:

C1if T(JohnAnn) = 1 then
M7, 5 = [Ann: even odd](Pjons(even odd) = 1),

i.e., if John trusts Ann then he agrees with everything sie &see Case 1 in Fig. 2
for John’s probability function),

C2if T(JohnAnn) = 3 then

M, s k= (JAnn: even oddPjenq(even odd) = 1—60)
i.e., if John is indifferent to Ann then he does not changebbigefs (his probability
function is the same as before the announcement — see Fig 1),

C3if T(JohnAnn) = 0 then
M7, s = [Ann: even odd|(Pjonn(even odd) = 0)

and
M7, 5o = [Ann: even odd](Pjonn(—even odd) = 1),

i.e., if John does not trust Ann then he adopts the oppositéhaf she says (see Case
3in Fig. 2).
3.3 Unpersuadable audience

Observe that, according to the semantics adapted from PBEthe formulaj : o]
it holds:

—if M7 sk (PiB=1)thenM " s|=[j:a](PiB=1)and
—if M7 sk (PiB=0)thenM T s|=[j:a](P=0),
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CASE 1 1/6, — p. even odd
({1.2.4}.{3.5}.{14})

1/6, — p, even_odd U6, — p. even_odd CASE 3

((124).(3.50.{1.2}) (£1.2.4}.(3.5),12.3) V4. p. - even_odd

({1.2,4},(3.51.(13))

1/6, — p, even_odd
({1.2.4}.{3.5}.{3.5D) ({1.2,4}.{3.5}.42,5})

S0

1/4, p. — even_odd
({1.2.4}.{3.5}.{3.5D)

1/4, — p, — even_odd
({1.2,4}.{3.5}.{1.5})

1/6, — p. even_odd So
1/6, — p. even odd (11,2.4},{3,5).13.4}) 174, — p. — even_odd
({1.243.{3.50.445 T ({1.2,4}.{3.5}.{2.4})
M r’guen_udd/-‘:a F Pichop = 0 A Pionseven_odd = 1 M ™ ven ot 50 F Piokn p = 1/4 A Pusks even_odd = 0

Fig. 2. John’s probability function after Ann’s public announcerhthateven. odd— cases 1 and 3.

for any formulaa. Intuitively it means that if an ageitis sure thaf3 is true then
there is no way (no action which can be executed) to conviimodliatf is true with
probability less than 1. A similar situation occurs whiaa absolutely certain th4d

is false, i.e., if the probability of is 0. In the context of persuasion scenarios, itis a
serious limitation. For example, if an agent is sure thatdeds some resources, then
the other agent has no chance to persuade him to exchange heShext problem
with the PDEL expressivity is:

L3 A persuader has no chance to influence an audience aboutaciaicase where
it is absolutely sure that the claim is true or false.

The limitation L3 is a consequence of an assumption tlBtmPy(i,s)) C
dom(P(i,s)). For instance, suppose that at stage Ann sayseven odd. Then
M en odd: S0 = Paohn(—€ven.odd) = 0. Next Ann says-even odd. Now, since John
believes—even odd with probability 0, both probability function and its domaare
not changed (see Definition 2). As a result, John’s beliefisaie unchanged, i.e.
M en odds S0 I Piohn(—€Ven.odd) = 0.

In persuasion we must often deal with updates with inforomatihat has
probability zero. The approach given in PDEL is simply todgnthe information.
This is to ensure that one does not divide by zero. Moreokier]dgic cannot deal
well with updates with inconsistent information. Typigalthe accessibility relation
become empty after an inconsistent update. There is nogoplical reason for
such a choice. However, this makes the system and its caenpket proof relatively
simple. There are some more advanced approaches in piibb#igbry for updating
sentences with probability O (see [6] for an overview). Wepmse to cope with this
limitations in the way described below.
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In order to resolve the probler3, we can allow that after an update an agent
may take into consideration a state which was not consideefore. Formally, we
assume that there exists a stageich thas € dom Py (i,s)) ands¢Z dom(P(i,s)), i.e.,
dom(Py(i,s)) Z domP(i,s)). Of course in the general case it may be a big challenge
to establish which states with what probabilities can beeddd a domain of function
P. However, in some concrete applications it seems to be aa$yatural. In our
example it can work as follows. Let

domP(Johnsy)) ={({1,2,4},{3,5},C) € S:
CC{1,2,3,4,5} and|C| =2}

and in the updated mod8i . .44

dom(Peven odda(JON o)) =
{({1,2,4},{3,5},{n1,nz}) € S:ny is an even and, is an odd numbeér

HenceM ., oaa o E Paohn(—€VEn.odd) = 0. Next if Ann says-even odd then

Vi
dom(P-even odda(Johnsy)) =
{({1,2,4},{3,5},{n1,n2}) : ng,n are even or odd numbérs

and John's beliefs are changed, (. ., oqq: So = Paonn(—€ven odd) = 1.

3.4 Nonverbal actions during the persuasion process

In persuasion, the proponent aims to change beliefs of teace. The persuasion
process begins with the first action of the proponent which daiven aim, and
finishes with the last action with this aim. Yet, during pexsion agents can perform
actions (with or without persuasive aims) which change ndy deliefs of the
audience, but also the environment of the agents. For exaihpling their persuasion
dialogue, John and Ann can exchange the keys (i.e. beforeatted the action
of exchange Ann performs some persuasive actions). Obgleavehis action can
change the circumstances in which the persuasion procdissontinue. That is,
the new circumstances can be favorable to Ann and her nestiggive action can
make John believe her claim, while in the old circumstances sin effect may not
be obtained. In other words, during the persuasion proaasg sionverbal actions
influencing the environment can change a course (an efféggrsuasive actions
performed after this nonverbal action.

The pure PDEL allows expression only of the actions of publioouncement
which do not influence the beliefs of an agent (a doxastidioglp no those which
influence the environment (a state). In particular, it is pogsible to describe such
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situations in RrAP in which before a persuasion agents hawesesources and after
it they have other resources. Moreover, verbal actiong (filkblic announcement)
do not change values of propositions. This means that irfriduaisework persuasive
actions can not change the actual world (only the probdbiliseliefs may be
modified). Thus the exchange of resources which is necessaylve RrAP can
not be described. Therefore the last limitation is:

L4 There is no possibility of expressing actions other tharlipamnouncements.

Since nonverbal actions are often applied in persuasiomegd to resolve the
limitation L4. To this end, we propose to combine PDEL with our logiG,. The
strength of4G , is that it is already adjusted to express persuasion. Assusaé 1y,
of nonverbal actions and enrich the modgl" with interpretationl of this actions
where

| : Moy — (Agt— 25°5).
Now we have a new model/ ™ = (SR,v,P,T,I). After the execution of an action
a Ny, a system reaches a state in which not only new accessitgldgions can be
assigned to agents but also new logical values may be adsigipeopositions. Next,
let formula[j : ap for j € Agt anda € MM, says that after the execution of actian
by agentj the conditionf3 holds. The semantics of this formula is as follows:

M s [j: alpiff U™ S =P
for every states’ such that(s,s) € 1 (a)(j).
In our example Annintends to exchange the key 2 with the kegtexstand for
the action of the keys exchange. The interpretaticexdf given below. Ifs= (A, J,C)
is a state such that2 A and 3¢ J then for every statd = (A’,J',C') it holds
(s,9) e l(ex)(Ann) iff A'=A\{2} U{3},J =J\{3}U{2}, andC' =C.
Otherwise(s,s) € I (eX (Ann) iff s=¢.

4. Expessivity of extended model persuasion

Now we are ready to analyze the running example. At the bagjnat statesy John
assigns to the propositiop (the statement “John has the good keys") probabﬂgty
(see Fig. 1): L

MM, 59 = (Pyonnp = E)-
Next Ann says that the combination of one even and one odd pepsothe safe.
Again consider the three cases:
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CASE 2

1/10, = p, — even _odd 1/10, = p, even_odd
({1,3.4}.{2,5}.{1,3})) ({1.3.43.42.5}.{1.4})

1/10, — p, even_odd 1/10, — p, — even _odd

({1.3.4}.{2.5},{1,2}) (11.3.4}3.42.5}.{L,5})
1/10, = p, — even Gdd/\ 1/10, — p, even_odd

({1,3.4}.42,5 {3 51

51

({1,3.4}.42:57.{2,3})

1/10, = p. — even_odd
1/10, = p, aen_odd ({1.3.43.{2,5}.{2.4})
({1.3.43.(2.55. 1450 1/10, p, even_odd
UlO_.ﬁp, m‘enﬁodd ({153!4}!-{2!5};{255})
({1.3,4}.{2.5}.{3.4})

Mmevenﬁodd;-"'l |=thnP = 1/10

Fig. 3. John’s probability function after the execution of the ao&x— case 2.

C1 John trusts Ann and thinks that she is right. As a result, iroves from the
domain of the probability function all states in whighs satisfied and thus assigns
to p probability O:

M™ 55 |= [Ann: even odd|(Pjonnp = 0)

since (see Fig. 2yM.] venodeO E (PjonnPp = 0). Then Ann and John exchange keys
2 and 3. Itis easy to compute that after this action the pritigabf p will be %

M s |= [Ann: even odd|[Ann: eX (P3onnp = %)
since (see Fig. 4M . oaa St E (PaohnP = &) wheres is a state reachable after the
execution of the actioex Therefore the replacement causes the growth of probabilit
which John assigns to the statement that he has right keys.

C2 John preserves a neutral position with respect to Ann. Héreassigns to
p the probability as at the start of persuasion dialogue:

M™ 59 = [Ann: even odd (Pyonnp = 1_10),

Then Ann and John exchange keys 2 and 3. After the action theapility of p
remains unchanged:

M™ 5 [= [Ann: even odd [Ann: eX(Ponnp = 1_10)
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CASE1 1/6, — p, even_odd
({1.3.4},{2,5}.{1.4})
1/6, — p, even odd 1/6. — p. even odd
({1,3.4},{2,5}.{1.2}) ({1.3.41,{2,5},{2.3D) CASE3 1/4, — p, — even_odd
1.3.4}.{2,5}.{1.3
1/6, p, even_odd ({1.3.43,{2.51.{1.3)
({1,3,4},{2,5}.{3.5D) ({1,3.4}.{2.5}.12.5}) 14, — p, — even_odd 1/4, — p, — even_odd
51 ({1.3.4},{2.5}.{3.5}) ({1.3.4}.{2.5}.{1.5})
1/6, — p, even_odd 5
1/6, — p. even_odd ({1.3.4}.{2.51.{34}) 1/4, - p. — even_odd
(134302554850 (L3.43,250.12.4)
Mo oda,S1 EProhn P = 1/6 AP ops even_odd = 1 M™ eve 038,51 E Pionp = 0 A Pjonn @ven_odd = 0

Fig. 4. John’s probability function after the execution of the ao&x— cases 1 and 3.

since (see Fig. 3.1 oy St = (Piohnp = &). As a result, such an activity does

not modify John’s beliefs about whether he has right keys.
C3John thinks that Ann lies. As a result he assignp ttegree%:

1
M™ s = [Ann: even odd|(Pyonnp = 7

since (see Fig. eTv’elmodeO = (PiohnP = %)-

Then Ann and John exchange keys 2 and 3. After the action timpility of p
will be 0:
M 55 |= [Ann: even odd[Ann: eX(Pjonnp = 0)

since (see Fig. 4 e, oqa St = (PaohnP = 0). For that reason the exchange results

in John believing that he has the right keys with degree 0.

5. Conclusions

PDEL is a powerful tool which can be used for reasoning abpdate of an agent’s
uncertainty. In this paper, we analyze the possibility glging this framework to
represent change of probabilistic beliefs induced by @sism and executed in the
resource re-allocation scenarios. First, we indicate somtations of PDEL, when

it is directly interpreted in a persuasive MAS. Next, we me@ how to avoid those
limitations such that the advantages of the PDEL tool codduily exploited to
represent the persuasion in RrAP.

We discuss four limitationd.1 requires that the success of persuasion cannot

be affected by the reputation of the persuadeX,limits the audience to believe
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everything that the persuader says, with the exception vit®holds, i.e., when
the audience is absolutely sure that the claim is true oefafs which case it is
impossible to change the audience’s mind, &dddoes not allow expression of
actions other than public announcements. In order to dolvenve apply elements
of the Reputation Management framework. E@rwe propose changing the syntax
and semantics of the PDEL formulas which describe publioancements. Fdr3
we suggest changing the specification for the domain of tlbahility function.
Finally, to resolveL4 we propose using elements of the; , logic.

The adaptation of PDEL to the persuasion model enriches tliehexpressivity
with respect to change of probabilistic beliefs induced ésspasion. This provides a
key first step towards creating4g,, i.e., the Probabilistic Logic of Actions and
Graded Beliefs, and extending the Perseus system designeerify persuasive
MAS. Moreover, in future work we are going to enrich the aspacpersuader’s
reputation e.g. by adding actions modifying trust. Suchoast change neither
accessibility relations nor values of propositions.
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ZMIANA PROBABILISTYCZNYCH PRZEKONA N
W PERSWAZJI

Streszczenie: Celem pracy jest rozszerzenie zaproponowanego przez mamlfego
modelu perswazji o aspekt zmiany niepewcioprzekona agentéw interpretowanych
w teorii prawdopodobisstwa. Wzbogacony model jest podstawa do zdefiniowaniikilog
i zaprojektowania narzedzia, ktére unfivia automatyczna weryfikacje perswazyjnych
systemow wieloagentowych. W celu realizacji tego zadanaizujemy i adaptujemy Prob-
abilistyczna Dynamiczna Epistemiczna Logike wpron@mh przez B. Kooi. Zastosowanie
zaproponowanego podeja do analizowania wybranych aspektéw perswazji omawiam
na przyktadzie problemu alokacji zasob6éw w rozproszonyahputerowych systemach.

Stowa kluczowe: perswazja, przekonania, logika prawdopodébtea, formalna wery-
fikacja
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